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ENACT Project at Glance

ENACT -> Adaptive Scheduling and Deployments of Data Intensive
Workloads on Energy Efficient Edge to Cloud Continuum
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ENACT Approach

Tools to connect and discover distributed resources, devices
and services across the compute continuum, characterize and
model them to support complex application deployment needs

Workload modeler
Performance Analyser
Predictor

Decision Maker

Al-powered orchestrator capable of deploying and managing
applications across distributed (edge - cloud) nodes in an optimal
way to support the energy efficiency and adaptations in

. . Edge-Cloud Continuum .
appllcatlons Networking, Modelling 0(Zontalne_r
] rchestration
and Analysis
Application development toolkit for developing or adapting e
complex applications, making them distributed, responsive, Application

Programming
Model

robust and adaptive to changing environments



""ENACT Impact

Phnologies as a key element to create a more open and interoperable data
for Europe

ill allow a wider and more effecti¥e use of data processed with in the conti
i will enable real-time decision-making in applications such as mz: acturing,
ommunication, transp ion and many other sectors.

ENACT will design energy aware data infrastructures that will avoid the explosion of ICT foc
and provide deeper understanding of the potential of decentralized intelligence to support gree
digital solutions by exploiting ML capabilities to process data from smart connected objects

» ENACT outcomes aim at enabling a market shift from the widespread use of cloud-edge
continuum market models that are currently dominated by non-EU entities, to a future st
for European SMEs



ENACT Deployment and Validations (Use Cases)

Pilot 2: Distributed Media and

Entertainment Content Management
M DiStribUted Data ProceSSing for Multiple Video Al Event Metadata Annotated

Fujitsu’s Mobility Digital Twin Initiative Sources Detection Envichment Video
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Archive

Reproduce/analyze/predict real-world information such as ever-changing

vehicles and roads in real-time in the digital world

Digital World
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Pilot 3: Production and Distribution of Media
Content for Cultural Heritage and Tourism Sectors
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Real world




ENACT Objectives

O

0O1: Provide mechanisms to optimize 02: Provide mechanisms for smartly
the execution of distributed deploy and execute distributed
applications and proactively

balance, and optimize the compute
swarm according to needs and
opportunities in the CCC the autonomous reconfiguration of

resources, availability, and devices churn

applications proactively based on their
context, available resources, supporting

o adjustment

[ ]
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04: Provide a toolbox to facilitate to
developers the development and integration
of new and existing hyper-distributed

intelligent applications capable of learning
from other nodes of the compute continuum

05: Setup the core mechanisms to

03: Support decentralized and proactive
coordination of hyper-distributed
applications strengthening transparency,
openness, autonomy and resource
optimization in novel business
collaborative interactions

07: Establish proven knowledge exchange
and community building scenarios for
fostering a competitive European software
industry

06: Validation of ENACT tools and

enable and boost future ENACT mechanisms in real-world scenarios that

continuum’s adoption by multidomain
and different size companies

require seamless management of distributed -
resource, as well as efficient processing of E‘-L"l L1

data in hyper distributed applications



ENACT in Current Landscape

I EC strategy for Data, Al,
Environment etc.

‘Sister’ projects under HORIZON-
CL4-2023-DATA-01-04 topic

CSAs and projects in topics of Cognitive
@ NEXUS | Cloud, Swarm Computing, MetaOS etc.
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Initiatives and associations related to o

Cloud-Edge Continuum, Data, loT etc.

World leaders in cloud-edge technologies,
Al loT & Standardization entities
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ENACT Key Achievements (M1-M9)

Design of ENACT CCC Initial Implementations of

Definition of ENACT Architecture, ENACT CCC Components
Specifications, Requirements and Telemetry Data Collector, Dynamic
Use Case Scenarios Graph Modeler, GNN+DRL Agent,

ZTP Service etc.

Comprehensive SotA
regarding CCC

Research and Commercial
landscape has been
identified

Dissemination Activities &

Clustering

9 events participation/presentation
1 scientific publication

Cluster setup for CCC call

ENACT as ECLIPSE

Open-source Project
Over 160 issues reported
Source code of initial
implementations available

calgim)

Project Setup

GA, CA, KOM, Templates,
Procedures, Website etc.



Technical Overview




Technical Overview

* Enabling Cognitive Cloud Continuum by: SLA

=
\
» Automatically interlinking and/or configuring LI-U-] C-| Workdoad madeler

N . R Al Optimisers Performance Analyser
distributed edge-cloud devices ' prcictr

» Bringing visibility to interconnected devices and

changes in their characteristics dge-Cloud Continuum >§[ o
etworking, Modelling Orchestration
and Analysis
* Deploying and orchestrating applications based

on Al-based multi-criteria optimisation
techniques

ENACT

Application
Distributed Resources, Devices, Applications Programming

Model
r.:r < Q-I‘

* Enhancing applications with techniques for
intelligent decision making and self-adaptation

D Smart Open Platforms and Systems Smart Operations / Value Chains
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Intelligence and Adaptation in the -

CCC

ENACT enables intelligence and
adaptations across the CCC:

Infrastructure Applications

//\\ //\\

* Management » Elasticity
« Resource Utilisation . Performance.
- Deployments Decisions  * Load Balancing

« Energy Consumption  Energy Efficiency
-
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Al-based Decision Making and Adaptations @ o Clisters it Apcationi e

»  Performance

= Resource consumption {based on Telemetry Data through Orchestrator

= Predictions (re availability, suitability, telemetry data...) through Orchestrator
Application Level

Intelligent Decision Making (based on Al or Rule-based Reasoning):

Telemetry Data from Cloug-Edge Resourges:
{Parameters used/available)
- CPU

. f::'m = Tum On/Off application compenents/containers (energy efficiency)
: " ency = Request (Orchestrator| changes in application deployment e.g. mave containers {load-balancing)
«  Memory

= Request (Orchestrator) Increase/Decrease allocated resource (elasticity and cost)

«  Energy Consumption
«  Green Energy Credentials
«  Networking / Communication

Al Orchestrator

Othar Considerations: Monitoring of Infrastructure in terms of:
- Costs Kubernetes g Al(GNN, RL) (ISSROARE
- Operating System (Interoperabilty) elemetry Data from resources

+ Policies/Regulations (Compiiance) = Al Predictions (re availability, suitability, telemetry data...}

Infrastructure Level
Intelligent Decision Making (automatically or human in the loop):
«  Design-time Optimisation:
= Optimal deployment of distributed applications
- Runtime Optimisation:
«  Management of Infrastructure:
«  Update existing clusters
= Craate new clusters
«  Delete existing clusters ns of:
+ Tum ON/OFF WMz, Servers, Devices
« Runtime Management of Applications:
= Move Containers (e.g. effective resource utilization, energy efficiency, .... |
+  Increase/Decrease allocated resources
« Cost Calculations fnot only finances but alsa environmental impact, compliance etc - arizing from calculation of
deployment configurations and any changes in that)

d on Telemetry Data through Orchestrator
rd on Al or Rule-based Reasoningl:

cation execution
yment cenfigurations (through Orchestrator]

calgim)



Infrastructure-level
Orchestration

* Kubernetes

De facto leading standards for packaging, deploying and
managing applications with increased levels of agility
and efficiency. Kubernetes is widely used for the
orchestration of containers on clusters, offering
features for automating application deployment, scaling,
and management.

* Open Nebula

Open-source Orchestration platform that offers
provisioning and management of cloud, hybrid and edge
environments. It can be used to manage and build
virtualized clouds, including hybrid, public, and private
clouds. It extends its native cloud management
capabilities to easily incorporate edge resources

~

Limitations:

« Automatic monitoring and alerting

« Automatic Adaptations (resource management)
« Automatic Optimisation (feature management)
« Automatic Support for Intelligent Applications

/
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Infrastructure-level Adaptation

ENACT Orchestrator for Edge-Cloud

Continuum Clusters rdon
. . . M(::f":r Mosﬁlcr
will use a combination of graph neural networks ey o %
(GNN) and reinforcement learning (RL) . 7 eer
techniques to make intelligent decisions | Deploymen Descripon & acioaton
. . . ' Request
concerning  scheduling, orchestration and ™ —wensicion | o oo
o 4 M M M status reports, alerts—_
optimal .deployment of services/applications in S“a S sScheduler -
the continuum. s Monitoring i ey
do:;?;:g:s ! Description J nformation
configurations :
Strengths: " ‘
| A'Egalrlfza??n Deplo;'mcnt —'Deplf_r‘;;l;\itrplan 1—DBF;:2::0N—~§—DRL
« Prediction on optimal deployment configuration | —F M Reavedts
“““““““““““ RequestResponse TR
« Optimisations/Decisions  on  optimal  resource ADE;;;;‘:;;;E;;W
allocation (design and runtime) ooileson
Controller

 Monitoring and management of infrastructure
resources
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Application-level Adaptation

Application Adaptation Mechanism(s)
will  realise  application-level  adaptation: Application Contraller

mechanisms to enable applications to m0d|fy 'ﬁibi:'lfc'ét'ubh'h'déﬁt'ét'n&h'é'n'élh'é""""""""""'"'@ 'Ahb'li'éeit'i&'n'b'ait'a'rlién'é'gé'r'g
their behavior or configuration based on: l Rl l | — :

P elocation BSDUFCS ontainer : ication e emetry
feedback from the environment or wuser: gefque;ter plocaten coniarer || [sppoaten | s
preferences. Adaptation actions will focus on: . |~ [ 1 |
the following strategies to help optimize the icai Rdspiaion Siegies T
application execution behavior. | ' Y

Load Elasticity Eni::ergy > PIEE;ID“

b Balancing Efficiency . Manager E

Strengths: e L ‘

* Load balancing
» Elasticity

» Energy efficiency

calgim)
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Thank youl!

https://enact-horizon.eu/

https://linkedin.com/in/e
nact-horizon-
1798122b8/

This project has received funding from the
European Union's H2020 Proaramme Under
Grant Agreement No 101135423
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